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We consider tests of dimensionality in the multivariate analysis of variance (MANOVA). Three types of test criteria (Likelihood-Ratio-type, Lawley-Hotelling-type and Bartlett-Nanda-Pillai-type) are popular. As is well known, their null distributions depend on nuisance parameters. When a sample size is large, these criteria are distributed approximately according to chi-squared distributions. However, when the sample size is small, the effect of the nuisance parameters cannot be ignored. Under normal populations, other criteria that do not depend on nuisance parameters were proposed. These criteria are also upper limits for the null distributions of LR-type and LH-type. Under elliptical populations, modified test criteria with a better chi-squared approximation were proposed in the case of a large sample. In this paper, we generalize Schott’s results under elliptical populations and obtain new test criteria that do not depend on nuisance parameters.
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1. Introduction

It is of interest to infer dimensionality in the one-way MANOVA model. Dimensionality means the number of discriminant functions necessary to describe group differences. This is determined as the dimension of a hyperplane formed by mean vectors.

The following is a formulation for tests of dimensionality (a fuller account can be found in Backhouse and McKay (1982)).

Let \( y_{ij} \) \((i = 1, \ldots, k; j = 1, \ldots, n_i; \sum_{i=1}^{k} n_i = n)\) be a \( p \)-variate random vector that expresses an observation of the \( j \)-th object in the \( i \)-th population, where \( k \) is the number of populations, \( n_i \) \((i = 1, \ldots, k)\) is the sample size from the \( i \)-th population, and \( n \) is the total sample size. Here, suppose that \( E[y_{ij}] = \mu_i \), \( V[y_{ij}] = \Sigma \), and these parameters are unknown. We define the following variation matrices

\[
E = \sum_{i=1}^{k} \sum_{j=1}^{n_i} (y_{ij} - \bar{y}_i)(y_{ij} - \bar{y}_i)', \\
H = \sum_{i=1}^{k} n_i(y_i - \bar{y})(y_i - \bar{y})', \\
\Delta = \sum_{i=1}^{k} n_i(\mu_i - \bar{\mu})(\mu_i - \bar{\mu})',
\]

where \( \bar{y}_i = \frac{1}{n_i} \sum_{j=1}^{n_i} y_{ij}, \bar{y} = \frac{1}{n} \sum_{i=1}^{k} n_i \bar{y}_i, \bar{\mu} = \frac{1}{n} \sum_{i=1}^{k} n_i \mu_i \).
Let \( \delta_1 \geq \cdots \geq \delta_p (\geq 0) \) be eigenvalues of \( \Delta \Sigma^{-1} \), then null hypotheses, ‘dimensionality = \( s \)’ can be expressed as
\[
H_s : \delta_1 \geq \cdots \geq \delta_s > \delta_{s+1} = \cdots = \delta_p = 0. 
\]
The essential part in (1.2) is \( \delta_{s+1} = \cdots = \delta_p = 0 \), while \( \delta_1, \ldots, \delta_s \) are nuisance parameters. Now let \( l_1 > \cdots > l_p > 0 \) be eigenvalues of \( HE^{-1} \). Then test criteria for \( H_s \) are obtained as functions of the \( p-s \) smallest eigenvalues as follows:
\begin{align*}
\text{LR-type: } T_1 &= f_1(l_{s+1}, \ldots, l_p) = \log \prod_{i=s+1}^{p} (1+l_i), \\
\text{LH-type: } T_2 &= f_2(l_{s+1}, \ldots, l_p) = \sum_{i=s+1}^{p} l_i, \\
\text{BNP-type: } T_3 &= f_3(l_{s+1}, \ldots, l_p) = \sum_{i=s+1}^{p} l_i/(1+l_i).
\end{align*}

As is well known, however, the null distributions of these criteria depend on the nuisance parameters, \( \delta_1, \ldots, \delta_s \). When the sample size \( n \) is small, the effect of the nuisance parameters is large. To avoid this, Schott (1984) suggested upper limits for the null distributions of \( T_1 \) and \( T_2 \). These upper limits do not depend on nuisance parameters. We are interested in elliptical population cases. In the canonical correlation model, Muirhead and Wateraux (1980) showed that the asymptotic distributions as \( n \to \infty \) of usual criteria are chi-squared distributions under elliptical populations. Furthermore, Seo et al. (1995) proposed modified test criteria with a better chi-squared approximation in the canonical correlation and MANOVA model.

In this paper, our purpose is to extend Schott’s results to elliptical cases and obtain new criteria that do not depend on nuisance parameters. Consequently, we can test the hypothesis \( H_s \) without the effect of the nuisance parameters under elliptical populations. This paper consists of six sections. In section 2, a brief definition of elliptical distributions is given, and their properties are described. In section 3, with generalized Schott’s results, the upper bounds for a null distribution of \( T_i \) \( (i = 1, 2, 3) \) are obtained under elliptical populations. In section 4, it is shown that the upper bounds for \( T_i \) \( (i = 1, 2) \) are also upper limits under contaminated normal populations. In section 5, some numerical examples are given. Conclusions are given in section 6.

2. Elliptical distributions

In this section, a definition of elliptical distributions is given, and their properties are described (a fuller account can be found in Muirhead (1982) and Fang and Zhang (1988)).

Let \( \mathbf{x} \) be a \( p \)-variate random vector. The distribution of \( \mathbf{x} \) is called an elliptical distribution, and we write \( \mathbf{x} \sim EC_p(\mu, \Omega, \psi) \) when a characteristic function (CF) is expressed as
\[
\phi(t) = \exp(it'\mu)\psi(t'\Omega t),
\]
where \( t \) is a \( p \)-variate vector, \( \mu \) is a \( p \)-variate location parameter, \( \Omega \) is a positive semidefinite scale parameter matrix of order \( p \), and \( \psi \) is some differentiable function. Then the mean vector and the covariance matrix are \( E[x] = \mu \) and \( V[x] = -2\psi'(0)\Omega \), respectively, where \( \psi' \) is a derivative of \( \psi \). If its probability density function (PDF) exists, it is expressed as

\[
f(x) = C_p|\Omega|^{-1/2}g\{(x-\mu)'\Omega^{-1}(x-\mu)\},
\]

where \( C_p \) is a normalized constant and \( g \) is some function. In (2.1), if \( \psi(x) = \exp(-x/2) \), it is the same as CF of a normal distribution so that elliptical distributions are generalizations of normal distributions.

It is easy to show that \( x \sim EC_p(\mu, \Omega, \psi) \) implies \( Fx \sim EC_q(F\mu, F\Omega F', \psi) \), where \( F \) is a \( q \times p \) matrix. This means that the distribution family remains invariant under a linear transformation.

Two examples of elliptical distributions are given below.

(a) Contaminated normal distribution:

\[
f(x) = (1 - \varepsilon)(2\pi)^{-(p/2)}|\Omega|^{-(1/2)} \exp\left\{-\frac{1}{2}(x-\mu)'\Omega^{-1}(x-\mu)\right\} + \varepsilon(2\pi\sigma^2)^{-(p/2)}|\Omega|^{-(1/2)} \exp\left\{-\frac{1}{2\sigma^2}(x-\mu)'\Omega^{-1}(x-\mu)\right\} \quad (0 \leq \varepsilon \leq 1).
\]

(b) Multivariate \( t \) distribution:

\[
f(x) = \frac{\nu^{\nu/2}2\Gamma\left(\frac{\nu+p}{2}\right)}{\pi^{p/2}2\Gamma\left(\frac{\nu}{2}\right)|\Omega|^{-(1/2)}}\{\nu + (x-\mu)'\Omega^{-1}(x-\mu)\}^{-(\nu+p)/2} \quad (\nu > 0).
\]

3. Upper bounds under elliptical populations

In this section, we show upper bounds for null distributions of \( T_i(i = 1, 2, 3) \) under elliptical populations.

Let \( y = (y_1', \ldots, y_{kn}'_k) \) be an \( np \)-variate random vector. Suppose \( y \sim EC_{np}(\mu, I_n \otimes \Omega, \psi) \), where \( \mu = (\mu_1', \ldots, \mu_k', \ldots, \mu_k') \) is an unknown location parameter vector and \( \Omega \) is an unknown positive definite scale parameter matrix. Then we can transform \( y \) to a canonical form as \( \tilde{y} \sim EC_{np}(\tilde{\mu}, I_n \otimes \tilde{\Omega}, \psi) \). Here \( \tilde{y} = (\tilde{y}_1', \ldots, \tilde{y}_n') \) and \( \tilde{\mu} = (\sqrt{n}\mu_1', \tilde{\mu}_2', \ldots, \tilde{\mu}_k', 0', \ldots, 0') \) satisfy that \( \Delta = \sum_{i=2}^k \tilde{m}_i\tilde{m}'_i, H = \sum_{i=2}^k \tilde{y}_i\tilde{y}'_i, E = \sum_{i=k+1}^n \tilde{y}_i\tilde{y}'_i \). Then upper bounds for null distributions of \( T_i(i = 1, 2, 3) \) in (1.3) for hypothesis \( H_s \) are obtained by the following theorem.

**Theorem 1.** Let \( z = (z_1^{(1)'}, \ldots, z_{k-1-s}'^{(1)}, \ldots, z_n^{(2)'}, \ldots, z_{n-k}'^{(2)}) \) be an \( (n-1-s)(p-s) \)-variate random vector distributed according to \( EC_{(n-1-s)(p-s)}(0, I_{n-1-s} \otimes I_{p-s}, \psi) \). Let \( w_1 > \cdots > w_{p-s} \) be eigenvalues of \( WHW^{-1} \), where
\[ W_H = \sum_{i=1}^{k-1} z_i^{(1)} z_i^{(1)',} \quad W_E = \sum_{i=1}^{n-k} z_i^{(2)} z_i^{(2)'}, \] and let
\[ T_1^* = f_1(w_1, \ldots, w_{p-s}) = \log \prod_{i=1}^{p-s} (1 + w_i), \]
\[ T_2^* = f_2(w_1, \ldots, w_{p-s}) = \sum_{i=1}^{p-s} w_i, \]
\[ T_3^* = f_3(w_1, \ldots, w_{p-s}) = \sum_{i=1}^{p-s} w_i/(1 + w_i). \]

Then
\[ \Pr\{T_i > c\} \leq \Pr\{T_i^* > c\} \quad (i = 1, 2, 3) \]
holds for any \( \delta_1, \ldots, \delta_s \).

**Proof.** Let
\[ \tilde{Y} = \begin{bmatrix} \tilde{y}_1' \\ \tilde{Y}_2 \\ \tilde{Y}_3 \end{bmatrix}, \quad \tilde{Y}_2 = \begin{bmatrix} \tilde{y}_2' \\ \vdots \\ \tilde{y}_k' \end{bmatrix}, \quad \tilde{Y}_3 = \begin{bmatrix} \tilde{y}_k+1' \\ \vdots \\ \tilde{y}_n' \end{bmatrix}, \quad \tilde{M} = \begin{bmatrix} \sqrt{n} \mu' \\ \tilde{M}_2 \\ O_{(n-k) \times p} \end{bmatrix}, \quad \tilde{M}_2 = \begin{bmatrix} \tilde{m}_2' \\ \vdots \\ \tilde{m}_k' \end{bmatrix}. \]

Let \( \Gamma_2 \) be an orthogonal matrix of order \( k-1 \) such that \( \Gamma_2 \tilde{M}_2 = \begin{bmatrix} Q_2' \\ O_{s \times p} \end{bmatrix} \), where \( Q_2 \) is a \( (k-1-s) \times p \) matrix and \( O_{s \times p} \) is a \( s \times p \) zero matrix. Similarly, using an orthogonal matrix \( \Gamma = \begin{bmatrix} 1 & O \\ r_2 & I_{n-k} \end{bmatrix} \), \( \tilde{Y} \) is transformed as \( U = \Gamma \tilde{Y} \), where
\[ U = \begin{bmatrix} u_1, U'_2, U'_3, U'_4 \end{bmatrix}', \quad U_2 = \begin{bmatrix} u_1^{(1)}, \ldots, u_{k-s-1}^{(1)} \end{bmatrix}', \quad U_3 = \begin{bmatrix} u_{k-s}^{(1)}, \ldots, u_{k-1}^{(1)} \end{bmatrix}', \quad U_4 = \begin{bmatrix} u_1^{(2)}, \ldots, u_{k-s}^{(2)} \end{bmatrix}'. \]

Then the variation matrices are expressed as \( H = H_1 + H_2 \) and \( E = U'_2 U_4 \), where \( H_1 = U'_2 U_2 \) and \( H_2 = U'_3 U_3 \). Here, let \( r_1(U) \) and \( r_2(U_2, U_4) \) be PDFs of \( U \) and \( (U_2, U_4) \), respectively, and we define the following sets:
\[ B_1 = \left\{ U \mid \log \prod_{i=s+1}^{p} (1 + ch_i(HE^{-1})) > c \right\}, \]
\[ B_2 = \{(U_2, U_4) \mid \log \prod_{i=s+1}^{p} (1 + ch_i(H_1E^{-1})) > c\}, \]

where \( c \) is a constant and \( ch_i(A) \) denotes the \( i \)-th largest eigenvalue of a matrix \( A \). Then
\[ \Pr\{T_1 > c\} = \int_{B_1} r_1(U) dU \leq \int_{B_2} \left\{ \int \int r_1(U) dU_1 dU_3 \right\} dU_2 dU_4 \]
\[ = \int_{B_2} r_2(U_2, U_4) dU_2 dU_4. \]

On the other hand, let \( F_1 \) be a \( (p-s) \times p \) matrix of rank \( p-s \) that satisfies
\[ F_1 Q'_2 = O_{(p-s) \times (k-1-s)}, \quad F_1 \Omega F_1' = I_{p-s} \text{ and } Z_1' = F_1 U'_2 = [z_1^{(1)}, \ldots, z_{k-1-s}^{(1)}], \]
\[ Z'_2 = F_1 U'_4 = [z_1^{(2)}, \ldots, z_{n-k}^{(2)}]. \]

Since \[ \text{vec}\left( \begin{bmatrix} U_2 \\ U_4 \end{bmatrix} \right) \sim EC_{(n-1-s)p} \left( \text{vec}\left( \begin{bmatrix} Q_2 \\ \Omega \end{bmatrix} \right), \mathbf{I}_{n-1-s} \otimes \mathbf{\Omega}, \psi \right) \]
and \[ \text{vec}\left( \begin{bmatrix} Z_1' \\ Z_2' \end{bmatrix} \right) = (\mathbf{I}_{n-1-s} \otimes F_1)\text{vec}\left( \begin{bmatrix} U_2 \\ U_4 \end{bmatrix} \right), \]
we find that

\[ \text{vec}\left( \begin{bmatrix} Z_1' \\ Z_2' \end{bmatrix} \right) \sim EC_{(n-1-s)(p-s)}(0, \mathbf{I}_{n-1-s} \otimes \mathbf{I}_{p-s}, \psi). \]

Here, let \( T_{1}^* = \log \prod_{i=1}^{p-s}[1 + ch_{i}((Z'_1 Z_1) (Z'_2 Z_2)^{-1})] \) and \( B_3 = \{(U_2, U_4) | T_{1}^* > c \}. \) Since \( Z'_1 Z_1 = F_1 H_1 F'_1 \) and \( Z'_2 Z_2 = F_1 \mathbf{E} \mathbf{E}'_1, \) we can see that \( ch_{i}((Z'_1 Z_1) (Z'_2 Z_2)^{-1}) \geq ch_{s+i}\{H_{i} \mathbf{E}^{-1}\} (i = 1, \ldots, p-s) \) from Olkin and Tomsky (1981). Then \( B_2 \subset B_3 \) holds. Hence,

\[ (3.4) \quad \int_{B_2} r_2(U_2, U_4)du_2 du_4 \leq \int_{B_3} r_2(U_2, U_4)du_2 du_4 = \Pr\{T_{1}^* > c\}. \]

From (3.3) and (3.4),

\[ \Pr\{T_1 > c\} \leq \Pr\{T_{1}^* > c\}. \]

We can prove the theorem for \( T_2 \) and \( T_3 \) by a similar procedure. \( \square \)

Using test criteria \( T_{i}^*(i = 1, 2, 3) \) defined in Theorem 1, we can test \( H_s \) without the effects of the nuisance parameters. Furthermore, if we have a critical point \( c_{\alpha}^* \) with the level of significance \( \alpha \) based on \( T_{i}^* \), then \( \Pr\{T_i > c_{\alpha}^*\} \leq \alpha \) holds for any \( \delta_1, \ldots, \delta_s \). This means that \( \Pr\{T_i > c_{\alpha}^*\} \) remains less than the level of significance even in the least favorable case.

4. Upper limits under contaminated normal populations

If the difference between \( \Pr\{T_i > c\} \) and \( \Pr\{T_{i}^* > c\} \) is large, \( T_{i}^* \) is not suitable as test criteria. Schott (1984) showed that under normal populations \( \Pr\{T_{i}^* > c\} \rightarrow \Pr\{T_i > c\} \) if \( \delta_1, \ldots, \delta_s \rightarrow \infty \) for \( i = 1 \) and \( i = 2 \) (LR-type and LH-type). In this section, we show that \( T_{1}^* \) and \( T_{2}^* \) defined in Theorem 1 are upper limits under contaminated normal distributions.

First, the following theorem shows an equivalent condition of (3.2).

**Theorem 2.** Suppose that population distributions are contaminated normal distributions, that is, an \( np \)-variate random vector \( \tilde{y} \) and an \((n-1-s)(p-s)\)-variate random vector \( z \) have the PDFs

\[ \bar{h}(\tilde{y}) = (1 - \varepsilon)\bar{h}_1(\tilde{y}) + \varepsilon\bar{h}_2(\tilde{y}), \quad h(z) = (1 - \varepsilon)h_1(z) + \varepsilon h_2(z), \]

respectively. Here, \( \bar{h}_1(\tilde{y}), \bar{h}_2(\tilde{y}), h_1(z), h_2(z) \) are PDFs of \( N_{np}(\mathbf{\tilde{m}}, \mathbf{I}_n \otimes \mathbf{\Omega}), N_{np}(\mathbf{\tilde{m}}, \mathbf{I}_n \otimes \sigma^2 \mathbf{\Omega}), N_{(n-1-s)(p-s)}(\mathbf{0}, \mathbf{I}_{n-1-s} \otimes \mathbf{I}_{p-s}), \) and \( N_{(n-1-s)(p-s)}(\mathbf{0}, \mathbf{I}_{n-1-s} \otimes \sigma^2 \mathbf{I}_{p-s}) \), respectively, and \( \varepsilon, \sigma^2 \) are known. Then

\[ \lim_{\delta_1, \ldots, \delta_s \rightarrow \infty} \Pr\{T_i > c\} = \Pr\{T_{i}^* > c\}, \quad (i = 1, 2), \]
where $T_i$ and $T_i^*$ are defined in (1.3) and (3.1), holds.

In order to prove Theorem 2, the following lemma shall be obtained.

**Lemma 1.** Let $G D G'$ be a spectral decomposition of $\Sigma^{-1/2} \Delta \Sigma^{-1/2}$, where $\Sigma = \kappa \Omega$, $\kappa = 1 - \varepsilon + \sigma^2$, $D = \text{diag}(\delta_1, \ldots, \delta_s, 0, \ldots, 0)$ and $G$ is an orthogonal matrix of order $p$. Let $b = (e'_1, \ldots, e'_s, 0', \ldots, 0')$ and $V = \text{diag}((\kappa \delta_1)^{-1}, \ldots, (\kappa \delta_s)^{-1}, 1, \ldots, 1)$, where $e_i = (0, \ldots, 0, 1, 0, \ldots, 0)' \in \mathbb{R}^p$.

Suppose that $x = (x^{(1)}_1, \ldots, x^{(1)}_k, x^{(2)}_1, \ldots, x^{(2)}_n)'$ is an $(n-1)p$-variate random vector that has the following PDF:

$$g(x) = (1 - \varepsilon)g_1(x) + \varepsilon g_2(x),$$

where $g_1(x)$ and $g_2(x)$ are PDFs of $N_{(n-1)p}(b, I_{n-1} \otimes \Omega)$ and $N_{(n-1)p}(b, I_{n-1} \otimes \sigma^2 \Omega)$, respectively. Further, let $\rho_1 > \cdots > \rho_p$ be eigenvalues of $W_1 W_2^{-1}$, where $W_1 = \sum_{i=1}^{k-1} x^{(1)}_i x^{(1)}_i'$ and $W_2 = \sum_{i=1}^{n-k} x^{(2)}_i x^{(2)}_i'$. Then the following statements hold.

(i) $(H, E) \overset{d}{=} (F_2 W_1 F'_2, F_2 W_2 F'_2)$, where $F_2 = \Omega^{1/2} G V^{-1/2}$ and $\overset{d}{=}$ denotes equivalence in distribution.

(ii) If $\delta_1, \ldots, \delta_s \to \infty$, then $(\rho_{s+1}, \ldots, \rho_p) \overset{d}{=} (w_1, \ldots, w_{p-s})$, where $\overset{d}{=}$ denotes convergence in distribution.

**Proof of Lemma 1.** (i) Let $\Phi(\Theta_1, \Theta_2)$ and $\Psi(\Theta_1, \Theta_2)$ be CFs of $(H, E)$ and $(F_2 W_1 F'_2, F_2 W_2 F'_2)$, respectively, that is, $\Phi(\Theta_1, \Theta_2) = (1 - \varepsilon) \Phi_1(\Theta_1, \Theta_2) + \varepsilon \Phi_2(\Theta_1, \Theta_2)$, $\Psi(\Theta_1, \Theta_2) = (1 - \varepsilon) \Psi_1(\Theta_1, \Theta_2) + \varepsilon \Psi_2(\Theta_1, \Theta_2)$, where $\Theta_i = ((1 + \delta_{\alpha \beta}) \theta_i^{(l)}), \theta_i^{(l)} = \theta_i^{(l)}, \Phi_i(\Theta_1, \Theta_2) = \int \hat{h}(y) \text{etr}(i \Theta_1 H + i \Theta_2 E) dy$, $\Psi_i(\Theta_1, \Theta_2) = \int g(x) \text{etr}(i \Theta_1 F_2 W_1 F'_2 + i \Theta_2 F_2 W_2 F'_2) dx (l = 1, 2)$, $\delta_{\alpha \beta}$ is Kronecker’s delta symbol, and $\text{etr} A$ denotes $\text{exp}(\text{trace} A)$ for a matrix $A$.

Then we can easily calculate that

$$\Phi_1(\Theta_1, \Theta_2) = |I_p - i \Theta_1 \Omega|^{-(k-1)/2} |I_p - i \Theta_2 \Omega|^{-(n-k)/2} \times \text{etr} \left(-\frac{1}{2} \Delta \Omega^{-1} \right) \text{etr} \left(\frac{1}{2} \Delta \Omega^{-1} (I_p - i \Theta_1 \Omega)^{-1} \right),$$

and

$$\Psi_1(\Theta_1, \Theta_2) = |I_p - i \Theta_1 F_2 V F'_2|^{-(k-1)/2} |I_p - i \Theta_2 F_2 V F'_2|^{-(n-k)/2} \times \text{etr} \left[ \frac{1}{2} \left( \sum_{j=1}^{s} F_2 e_j e'_j F'_2 \right) (F_2 V F'_2)^{-1} \right] \times \text{etr} \left[ \frac{1}{2} \left( \sum_{j=1}^{s} F_2 e_j e'_j F'_2 \right) (F_2 V F'_2)^{-1} (I_p - i \Theta_1 F_2 V F'_2)^{-1} \right].$$

Since $F_2 V F'_2 = \Omega$ and $\sum_{j=1}^{s} (F_2 e_j e'_j F'_2) = \Delta$, we find that $\Psi_1(\Theta_1, \Theta_2) = \Phi_1(\Theta_1, \Theta_2)$. Similarly, $\Psi_2(\Theta_1, \Theta_2) = \Phi_2(\Theta_1, \Theta_2)$ so that $\Psi(\Theta_1, \Theta_2) = \Phi(\Theta_1, \Theta_2)$. Therefore,

$$(H, E) \overset{d}{=} (F_2 W_1 F'_2, F_2 W_2 F'_2).$$
(ii) Divide $x_i^{(1)}$, $x_i^{(2)}$ as follows:

$$x_i^{(1)} = \begin{bmatrix} x_{1i}^{(1)} \\ x_{2i}^{(1)} \end{bmatrix}, \quad x_i^{(2)} = \begin{bmatrix} x_{1i}^{(2)} \\ x_{2i}^{(2)} \end{bmatrix},$$

where $x_{1i}^{(1)}$ and $x_{1i}^{(2)}$ are $s$-variate vectors. Let

$$x_i^{(1)*} = \begin{cases} \begin{bmatrix} j_i \\ x_{2i}^{(1)} \end{bmatrix} & (i = 1, \ldots, s) \\ \begin{bmatrix} 0 \\ x_{1i}^{(1)} \end{bmatrix} & (i = s+1, \ldots, k-1) \end{cases}, \quad x_i^{(2)*} = \begin{bmatrix} 0 \\ x_{2i}^{(2)} \end{bmatrix} (i = 1, \ldots, n-k),$$

where $j_i = (0, \ldots, 0, 1, 0, \ldots, 0)' \in \mathbb{R}^s$. If $\delta_1, \ldots, \delta_s \to \infty$, (i.e., variances of $x_{1i}^{(1)}$ and $x_{1i}^{(2)}$ are close to 0), then $x_i^{(1)} \to x_{i*}^{(1)}$, $x_i^{(2)} \to x_{i*}^{(2)}$. Define $W_{1*} = \sum_{i=1}^{k-1} x_i^{(1)*} x_{i*}^{(1)}$ and $W_{2*} = \sum_{i=1}^{n-k} x_i^{(2)*} x_{i*}^{(2)}$. We consider the following determinantal equation:

$$|W_{1*} - \rho W_{2*}| = 0. \quad (4.2)$$

Because rank($W_{2*}$) = $s$ with probability one, the $s$ largest roots of (4.2) are infinite, that is, $\rho_1, \ldots, \rho_s \to \infty$. Then (4.2) can be expressed as

$$\begin{vmatrix} I_s & \sum_{i=1}^{s} j_i x_{2i}^{(1)'} \\ \sum_{i=1}^{s} x_{2i}^{(1)} j_i & \sum_{i=1}^{k-1} x_{2i}^{(2)'} - \rho \sum_{i=1}^{n-k} x_{2i}^{(2)'} \end{vmatrix} = 0. \quad (4.3)$$

Roots of (4.3) are the $p - s$ smallest roots of (4.2), that is, $\rho_{s+1}, \ldots, \rho_p$. It is easily seen that $(\sum_{i=s+1}^{k-1} x_{2i}^{(1)} x_{2i}^{(1)'}, \sum_{i=1}^{n-k} x_{2i}^{(2)} x_{2i}^{(2)'} \sim (W_H, W_E))$. Hence, if $\delta_1, \ldots, \delta_s \to \infty$, then

$$(\rho_{s+1}, \ldots, \rho_p) \overset{d}{\to} (w_1, \ldots, w_{p-s})$$

holds. $\square$

From Lemma 1, we can prove Theorem 2.

**Proof of Theorem 2.** By Lemma 1-(i), we can see

$$(l_1, \ldots, l_p) \overset{d}{=} (\rho_1, \ldots, \rho_p). \quad (4.4)$$

where $\rho_1, \ldots, \rho_p$ are obtained in Lemma 1. By Lemma 1-(ii) and (4.4), we conclude that

$$(l_{s+1}, \ldots, l_p) \overset{d}{=} (w_1, \ldots, w_{p-s}).$$
Since $f_1, f_2$ are Borel measurable functions, $T_1 \xrightarrow{d} T_1^*$ and $T_2 \xrightarrow{d} T_2^*$. Therefore,

$$\lim_{\delta_1, \ldots, \delta_s \to \infty} \Pr\{T_i > c\} = \Pr\{T_i^* > c\}, \quad (i = 1, 2),$$

holds. □

From Theorem 1 and Theorem 2, we obtain the following theorem.

**Theorem 3.** Let $\mathbf{y}$ be a random vector distributed according to a contaminated normal distribution defined in Theorem 2. Then

$$\sup \Pr\{T_i > c\} = \Pr\{T_i^* > c\}, \quad (i = 1, 2),$$

holds.

If the difference between $\Pr\{T_i > c\}$ and $\Pr\{T_i^* > c\}$ is large, we cannot use $T_i^*$ as test criteria in practice. However, under contaminated normal populations, Theorem 3 guarantees that $\Pr\{T_i > c\} = \Pr\{T_i^* > c\}, \quad (i = 1, 2)$, for some $\delta_1, \ldots, \delta_s$. Therefore, we can use $T_i^*(i = 1, 2)$ as test criteria in practice.

### 5. Numerical examples

In the previous section, we mentioned that under contaminated normal populations our new criteria $T_1^*$ and $T_2^*$ are upper limits for null distributions and suitable as test criteria. In this section, we illustrate the fact by some numerical examples.

**Example 1.** We consider $\Pr\{T_i > c_{i,0.05}^*\} (i = 1, 2)$ under some contaminated normal populations when $s = 1$. The procedure is as follows: (i) Set

<table>
<thead>
<tr>
<th>$\delta_1$</th>
<th>20</th>
<th>40</th>
<th>80</th>
<th>120</th>
<th>160</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR-type</td>
<td>0.0207</td>
<td>0.0305</td>
<td>0.0405</td>
<td>0.0445</td>
<td>0.0459</td>
<td>0.0481</td>
</tr>
<tr>
<td>LH-type</td>
<td>0.0186</td>
<td>0.0297</td>
<td>0.0401</td>
<td>0.0430</td>
<td>0.0452</td>
<td>0.0483</td>
</tr>
</tbody>
</table>

Table 1. $\Pr\{T_i > c_{i,0.05}^*\} (s = 1)$.

![Figure 1. $\Pr\{T_i > c_{i,0.05}^*\} (s = 1)$]
Table 2. $\Pr\{T_i > c_{i,0.05}^*\} (s = 2)$.

<table>
<thead>
<tr>
<th></th>
<th>$\delta_2 = 20$</th>
<th>$\delta_2 = 40$</th>
<th>$\delta_2 = 80$</th>
<th>$\delta_2 = 120$</th>
<th>$\delta_2 = 160$</th>
<th>$\delta_2 = 200$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR-type</td>
<td>$\delta_1 = 20$</td>
<td>0.0129</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_1 = 40$</td>
<td>0.0182</td>
<td>0.0260</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_1 = 80$</td>
<td>0.0218</td>
<td>0.0337</td>
<td>0.0389</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_1 = 120$</td>
<td>0.0238</td>
<td>0.0346</td>
<td>0.0411</td>
<td>0.0429</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_1 = 160$</td>
<td>0.0248</td>
<td>0.0357</td>
<td>0.0418</td>
<td>0.0433</td>
<td>0.0438</td>
</tr>
<tr>
<td></td>
<td>$\delta_1 = 200$</td>
<td>0.0251</td>
<td>0.0364</td>
<td>0.0429</td>
<td>0.0453</td>
<td>0.0456</td>
</tr>
<tr>
<td>LH-type</td>
<td>$\delta_1 = 20$</td>
<td>0.0123</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_1 = 40$</td>
<td>0.0178</td>
<td>0.0257</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_1 = 80$</td>
<td>0.0216</td>
<td>0.0335</td>
<td>0.0383</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_1 = 120$</td>
<td>0.0236</td>
<td>0.0343</td>
<td>0.0413</td>
<td>0.0433</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$\delta_1 = 160$</td>
<td>0.0243</td>
<td>0.0356</td>
<td>0.0414</td>
<td>0.0435</td>
<td>0.0436</td>
</tr>
<tr>
<td></td>
<td>$\delta_1 = 200$</td>
<td>0.0247</td>
<td>0.0360</td>
<td>0.0431</td>
<td>0.0454</td>
<td>0.0454</td>
</tr>
</tbody>
</table>

Example 2. We consider $\Pr\{T_i > c_{i,0.05}^*\} (i = 1, 2)$ under some contaminated normal populations when $s = 2$ with a similar procedure of Example 1. Table 2, Figure 2 and Figure 3 report the results.

These examples show that when all nuisance parameters are large $\Pr\{T_i > c_{i,0.05}^*\}$ close to 0.05, that is, $\Pr\{T_i^* > c_{i,0.05}^*\}$. This result gives agreement with Theorem 3, and illustrate that our new criteria are suitable.

6. Concluding remarks

Because the null distributions of the usual criteria $T_i (i = 1, 2, 3)$ for testing dimensionality depend on nuisance parameters, these parameters should be re-
placed by their estimators. When testing is based on $T_i$, it is probable that the probability of rejecting $H_0$ is greater than the level of significance, $\alpha$. However, our new criteria $T_i^*(i = 1, 2, 3)$ do not depend on these parameters, and it is therefore possible to test without the effects of nuisance parameters.

Furthermore, $\Pr\{T_i > c^*_\alpha\} \leq \Pr\{T_i^* > c^*_\alpha\} = \alpha$, where $c^*_\alpha$ is a critical point based on $T_i^*$, holds. This means that $\Pr\{T_i > c^*_\alpha\}$ remains less than the level of significance even in the least favorable case. Moreover, under contaminated normal populations, $T_i^*$ is the upper limit for the null distribution of $T_i$, for $i = 1$ and $i = 2$ (LR-type and LH-type). Therefore, testing based on $T_i^*$ is useful when the sample size $n$ is small.

Future study is needed to obtain the upper limits for a null distribution of the BNP-type criterion under normal populations and to obtain the upper limits under other elliptical populations.
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